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Machine learning and learning from machines

Abstract
Machine learning has been around for decades or, depending 

on your view, centuries. To consider the tools and underpinnings 
of machine learning, one would need to go back to the work of 
Bayes and Laplace, the derivation of least squares, and Markov 
chains, all of which form the basis and the probability construct 
used pervasively in machine learning. There has been a flood of 
progress between 1950 (with Alan Turing’s proposal of a learning 
machine) and early 2000 (with practical applications of deep 
learning in place and more recent advances such as AlexNet in 
2012). Deep learning has demonstrated tremendous success in a 
variety of application domains in the past few years, and with 
some new modalities of applications, it continues to open new 
opportunities. The recent popularity and emergence of machine 
learning in the oil and gas industry is likely due to the abundance 
of unused or overlooked data and the economic need to extract 
additional information from the data currently used. Additionally, 
there is an unprecedented availability of computing power, easy-
to-use coding libraries, and application programming interfaces, 
as well as recent and significant advances in various flavors of 
neural networks. In this paper, we will attempt to show how 
machine learning can assist geoscientists in performing routine 
tasks in a much shorter time frame. We assert that there is a great 
opportunity for geoscientists to learn from machines, use these 
techniques to quality check their work, and gain nuanced insights 
from their data. Another advantage is that these approaches lead 
to the optimization of machine learning workflows by providing 
more accurate training data sets thus driving continuous learning 
and enhancement of the model.

Introduction
Machine learning has been around for decades, or depending 

on your view, centuries. If one were to consider the tools and 
underpinnings of machine learning, one would need to go back 
to the essay on Bayes’s theorem (Bayes and Price, 1763; Laplace, 
1812), which derives the probability construct used pervasively 
in machine learning, the derivation of least squares (Legendre, 
1805), and Markov chains (Markov, 1906). 

The first practical and somewhat visionary applications of 
machines and learning started in 1950 with Turing’s proposal of 
a “learning machine” (Turing, 1950), the building of the first 
neural network machine known as SNARC by Marvin Minsky 
and Dean Edmonds (Crevier, 1993), and a machine capable of 
playing checkers that was built by Arthur Samuel at IBM 
(McCarthy and Feigenbaum, 1990). After the initial push in the 
early 1950s, a flood of progress was made toward modern machine 
learning including the invention of the perceptron 
(Rosenblatt, 1958); automatic differentiation and back propagation 
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(Linnainmaa, 1970; Rumelhart et al., 1986); introduction of the 
concept of term frequency-inverse document frequency for natural 
language processing (Jones, 1973); neocognitron, which was a 
type of artificial neural network and the launch pad of convolu-
tional neural networks (Fukushima, 1980); recurrent neural 
network (Hopfield, 1982); Q-learning, which effectively enables 
the concept of reinforcement learning (Watkins, 1989); random 
forest algorithm (Ho, 1995); support vector machines (Cortes 
and Vapnik, 1995); and long short-term memory (Hochreiter and 
Schmidhuber, 1997). Other notable achievements that have 
enabled the fast uptake and progress of machine learning include 
open source data sets such as MNIST (LeCun et al., 2018) and 
ImageNet (Deng et al., 2009). We mention them because we 
believe these efforts have led to the exponential growth in machine 
learning in the last decade (ideally, we would need such reference 
data sets for geoscience). As an example, AlexNet (Krizhevsky 
et al., 2012) was the winner of the ImageNet competition in 2012 
where the authors invented a convolutional neural network struc-
ture that outperformed the runner-up by more than 10% accuracy. 
Since then, AlexNet has had a big impact on the field of machine 
learning, more specifically in the application of deep learning to 
computer vision.

Deep learning has demonstrated tremendous success in a 
variety of application domains in the past few years, and with 
some new modalities of applications it continues to open new 
opportunities. We see applications of machine learning in our 
daily lives, stretching from familiar applications such as spam 
filters dating back to the 1990s to more advanced cases such as 
self-driving cars and the automation of medical imaging and 
diagnoses. Behind any machine learning application could be any 
of the above-mentioned algorithms (e.g., naïve Bayes, decision 
trees, random forests, k-nearest neighbors, neural networks, etc.). 
However, one could argue that neural networks have undergone 
revolutionary progress and that advances in deep learning and 
success cases of convolutional and various flavors of recurrent 
neural networks have led to today’s hype surrounding machine 
learning implementation. It is not the intention of the authors to 
explain all these algorithms in detail here. Instead, the focus is 
on demonstrating an application of machine learning and the 
possibility of learning from machines in typical geoscience applica-
tions. For example, we will demonstrate learnings from use cases 
such as document and image segmentation, facies classification, 
petrophysical log prediction, and fault interpretation. These appli-
cations are essential parts of various geoscience workflows, and 
although not too complex in theory, the machine learning 
approaches can certainly save time (and therefore money).

While there is a lot of enthusiasm in implementing machine 
learning for various geoscience applications, there is also skepticism 
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of “black box” applications and how to quality control (QC) the 
outcomes. There are various QC measures in data science that are 
implemented routinely. One robust approach is cross validation, 
which is mostly known by geoscientists as blind well QC for 
well-based applications. It is discussed here that such approaches 
can lead to the concept of “machine learning and learning from 
machines.” This concept is shown in the use cases mentioned 
earlier. The examples shown are selected so that the concept behind 
this paper can be demonstrated. We finish the paper with discus-
sions around the computational complexities involved in machine 
learning applications in geoscience.

Document and image segmentation
We will begin with an example from an image segmentation 

and classification algorithm in which the method segments all 
the text, tables, and images in all the uploaded documents. The 
application of such tools to find keywords and relevant figures 
among hundreds and sometimes thousands of documents is 
phenomenal in saving time for practitioners. Some of the outcomes 
of this algorithm on two papers are shown in Figure 1. When 
applied to a paper by Infante-Paez et al. (2017), the algorithm 

correctly segments various figures. The subsequent classification 
outcome is somewhat amusing as it classifies the human photo as 
“thin micrograph limestone section” (Figure 1a). This is simply 
due to the fact that there was not a label class for human photos 
during training. Hence, the algorithm finds the most similar color 
scale and segment distribution, which in this case happens to be 
from limestone thin micrograph sections. Interestingly, even after 
including a human class as part of the training, the algorithm 
predicts this photo as human with 86% confidence (Figure 1b). 
This is most likely due to the grayscale color and some of the 
background texture, which are very similar to examples in the 
thin micrograph limestone section training class (Figure 1c). 

Another curious case of misclassification is shown in 
Figure 1d. The figure is a burial history curve from Nunn (2012) 
and is commonly used to understand source rock genesis and 
timing, but the model classifies the image as a velocity model 
with a 48% probability or, secondarily, as a burial history curve 
(46% probability). Figure 1e shows a burial history curve of very 
similar nature to the failed prediction in terms of text content, 
color, and layout and due to the abundance bias of velocity model 
color schemes. It is still unable to get it correct. This is due to 

Figure 1. Image segmentation examples. A misclassification of a human photo from a paper by Infante-Paez et al. (2017) with limestone thin section (a, b, and c). A 
similar example for burial history misclassified as a velocity model from a paper by Nunn (2012).
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various factors that the machine learning algorithm fails to char-
acterize correctly. The first issue is that the color schemes are very 
similar to generic velocity models, which by itself is an individual 
class in the algorithm. The second issue is that without other 
context in the image, such as text and placement of text, the 
classifier cannot differentiate between these two classes. Lastly, 
the abundance of velocity models with a similar layout and color 
scheme (approximately 30) with respect to the abundance of 
similar color and layout of burial history curves (approximately 5) 
lends a strong bias to the classifier. This can be remedied by taking 
care when building the training set. For similar feature layouts 
in image schemes, one should seek to ensure that appropriate 
populations of similar images across classes are represented to 
achieve good separation in the prediction space.

These examples clearly demonstrate that there is no free 
lunch in machine learning applications. The training data set 
needs to be robust for the predictions to perform accurately. It 
also shows the possibility of learning from the outcomes of 
machine learning algorithms. In the following sections, we 
show how similar scenarios can happen in more familiar geosci-
ence applications.

Well-log-based facies classification
In this section, wells from the Forties Field are used to 

examine the performance of various machine learning algorithms 
for facies classification. The Forties oil field, located 110 mi 
(177 km) offshore Aberdeen within the UK production block 
21/10 at a water depth of 106 m, is considered to be one of the 

oldest and largest oil fields in the UK North Sea with estimated 
oil reserves in place of 5 billion barrels. Discovered in 1970 by 
BP, the field was brought online in 1975. Forties is a classic 
example of enhanced recovery drilling assisted by time-lapse 
seismic studies. This has extended the life expectancy of the 
Forties by 20 years, and after around 40 years of production, the 
field continues to produce at production rates of approximately 
45,000 BOPD. The Forties Formation consists of a lower shale 
member and an upper sandstone member, which were deposited 
in a middle and lower submarine fan environment.

Twenty-nine key exploration and appraisal wells were selected 
for this study. The input logs for facies classification are compres-
sional and shear sonic logs, density, volume of shale, and porosity 
logs. The wells were drilled over the early production period. The 
experiment conducted here is such that the performance of different 
algorithms and the impact of data abundance can be analyzed 
thoroughly. To achieve this, two different scenarios are performed 
in which scenario 1 employs six wells for training the classifier, 
and scenario 2 employs 27 wells. In each scenario, 80% of the 
data is used for training, and 20% is left to measure and track 
accuracy during training. Furthermore, two wells are kept as blind 
wells to perform cross validation. 

Figure 2 shows one of the blind wells, which allows cross 
validating the different classifiers for accuracy. It is also possible 
to compute the accuracy when the two data size scenarios are used 
for training. Once the algorithm is trained, the application to the 
new wells takes seconds. It can be observed that all classifiers have 
a reasonable prediction except at the zone marked with a black 

Figure 2. Well-log panel summarizing the result of various classifiers. As expected, the accuracy is higher when more data are used for training (top right) — the solid 
and dotted lines show the training and validation accuracy. SVM: support vector machines. RF: random forests. KNN: k-nearest neighbor. Ensemble: an ensemble of 
SVM, RF, and KNN. CNN: convolutional neural network. DNN: deep (multilayer) neural network. The polygon data selection on the crossplot (bottom right) highlights the 
corresponding samples on the well-log panel where the similarity of the elastic response is evident between Sele soft shale and what is picked within the black box. The 
learning from the machine here is a possibility of interpreting a new type of intrareservoir shale. This could have a big impact on the subsequent reservoir-characteriza-
tion workflows such as facies-based seismic inversion.
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rectangle. It appears that all classifiers predict soft shale facies for 
this zone. It is geologically impossible to have soft shale from the 
Sele Formation at the deeper formations; however, this may indicate 
that the interpretation can be modified to include a new type of 
intrareservoir shale facies. This can be explored by analyzing the 
acoustic impedance (AI) and VP /VS logs as shown in Figure 2. The 
red-dashed lines show that AI and VP /VS have similar values within 
the black rectangle and the shallower Sele soft shale, which could 
be envisaged as a possibility of interpreting a new type of shale 
within the reservoir zone. Note that if one is confident that such 
facies is unnecessary to have at that depth then depth itself can 
be used as a feature in the training, which would guide the clas-
sifiers to produce something more similar to the interpreted facies. 
However, the point is that QC for the machine learning algorithm 
has to be done with care, and the outcomes can be seen as a way 
to learn from machines. (This is somewhat equivalent to human 
misclassification in the previous section.)

Petrophysical log estimation
Broadly speaking, the inputs to petrophysics workflows are 

gamma ray, deep resistivity, density, neutron, and sonic logs, 
and the main outputs are volume of shale, effective porosity, and 
water saturation. Hopefully it is clear to readers that the outputs 
are continuous properties, which means the problem is suited 
for regression (as opposed to classification discussed in the 
previous section). In machine learning, classification and regres-
sion algorithms are similar except for the output (target) variables. 
In classification, the target is a discrete property (e.g., a set of 
predefined facies identified with integer numbers as in the previ-
ous section). In petrophysics prediction, one aims to model a 
continuous log using regression (i.e., volume of shale and poros-
ity). This ultimately means one can use most classification 
algorithms for regression.

It is important that the input data are conditioned to remove 
any instances of erroneous log response, e.g., logs responding to 
poor hole conditions or logs acquired through casing. For this 
experiment, data from the Central North Sea area were used. In 
each well, the petrophysics logs (required for training and testing) 
have been derived using standard deterministic petrophysics 
methodology. Four wells were used as a training data set, and one 
was used as a blind well test in a similar QC strategy as in the 
previous section with the objective to compute the volume of shale 
and porosity. Hence, gamma ray, density, resistivity, and neutron 
logs from the four wells were used (again 80%–20% data split for 
training and testing) to predict volume of shale. Then given the 
volume of shale, the same process was repeated to predict porosity. 
The outcome is shown on the blind well in Figure 3. Overall, it 
can be observed that the prediction is good for both volume of 
shale and porosity logs (total root-mean-square error is 0.02). 
However, a closer inspection (Figure 3b) of the sand-dominated 
zone (yellow area in density log) indicates some error between 
the interpreted (black) and predicted porosity (red) logs. After 
analyzing the training data in more detail, the learning from the 
machine here is that the training data set did not have sandstone 
with such high porosity values — yet another example of the 
impact of data completeness on the accuracy of machine learning 
algorithms. This example shows how one can trace the inconsis-
tency observed in the outcome of machine learning. Having more 
data helps remedy this problem, and like other examples, once a 
satisfactory training quality is obtained, the application to new 
wells is fast. Having more data and expecting more wells is the 
ideal scenario (e.g., a regional study) that such automatic petro-
physical interpretation pays off. (A companion paper by Zabihi 
Naeini et al., scheduled for the January 2019 issue of TLE, will 
show an example of using 30 wells from the central North Sea 
for automatic petrophysical interpretation).

Automatic fault prediction
Fault interpretation has long been 

an active topic in the domain of 3D 
seismic interpretation and reservoir 
characterization. Since the introduc-
tion of the coherence attribute by 
Bahorich and Farmer (1995), geosci-
entists have devoted much time to 
developing new seismic attributes, 
methods, and algorithms to help 
detect, depict, and extract faults of 
interpretational interest from sur-
rounding nonfaulting features (Di and 
Gao, 2016). For example, the most 
popular attributes are coherence 
(Bahorich and Farmer, 1995), sem-
blance (Marfurt et al., 1998; Tingdahl 
and De Rooij, 2005), curvature 
(Roberts, 2001), flexure (Di and Gao, 
2017; Qi and Marfurt, 2017), homo-
geneity, and more of such derivatives 
(e.g., Luo et al., 1996; Gersztenkorn 
and Marfurt, 1999; Cohen and 

Figure 3. (a) Volume of shale and porosity prediction for a blind well. (b) Zoom over the sandy section in ellipse. The 
interpreted and predicted logs are shown in black and red.
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Coifman, 2002; Di and Gao, 2014; Wang et al., 2016; Qi and 
Marfurt, 2017). With the aid of one or more seismic attribute 
maps, the faults can be extracted assuming two geologic con-
straints: (1) the fault geometry is continuous and (2) the fault 
plane is planar or slightly bent (e.g., listric faults). Such fault 
interpretation tools include ant tracking (Pedersen et al., 2002), 
Hough transform (AlBinHassan and Marfurt, 2003), principal 
component and eigenvector analysis (Barnes, 2006), dynamic 
time warping (Hale, 2013), motion vector (Wang et al., 2014), 
and more. However, all these methods utilize and parse only a 
limited number of attributes at a time and consequently are 
highly dependent on the quality of the used seismic attributes. 
This limitation can be resolved with the support of emerging 
machine learning techniques, which are capable of incorporating 
and identifying the fault in a high-dimensional feature domain. 
Among these machine learning techniques, artificial neural 
networks are the most popular, owing to their variable forms of 
network architecture. For example, deep neural networks consist 
of multilayers of fully connected neurons and fundamentally 
rely on a set of attributes (e.g., edge, sharpness, amplitude, etc.) 
provided as inputs. Convolutional neural networks have given 
rise to exceptional accuracy in image classification and segmenta-
tion in which the network itself generates the required attributes 
via multiconvolutional layers acting as filters on the image. 
Convolutional neural networks also have multilayer neurons 
similar to deep networks. Our experimentations show that when 

the quality of the seismic data is good, and where the discontinui-
ties are preserved, both the convolutional and deep neural 
networks give similar accuracy, but convolutional neural networks 
can perform slightly better and save the user time when providing 
various attributes. However, there has not been much research 
on how well the convolutional and deep neural networks compare 
when the data are challenging with complex structure and 
amplitude signatures.

The data set utilized for this study is a small part of a large 
(approximately 3000 km2) 3D prestack depth migration seismic 
survey situated in the Browse Basin offshore North West 
Australia. The Browse Basin is a northeast-trending Paleozoic 
to Cenozoic depocenter covering an area of approximately 
140,000 km2 with sedimentary successions in excess of 15 km 
thick. There have been numerous discoveries (Poseidon, Crown, 
Zephyros, etc.) in the region and multiple resultant field develop-
ments including Ichthys, Torosa, and Prelude. The primary 
exploration target interval is the Plover Formation, which is 
comprised of synrift fluvio-deltaic sediments of early to middle 
Jurassic age. Depositional processes exert a primary control on 
reservoir quality with the best reservoir quality exhibited by 
tidal and/or tidally influenced channel sequences (Tovaglieri 
and George, 2012). A major complicating factor in this basin is 
the presence of extensive volcaniclastic and extrusive igneous 
deposits relating to active volcanism during the time of deposi-
tion. This gives rise to complex seismic amplitude geometries 

Figure 4. (a) Seismic image, (b) interpreted faults for training, (c) faults from deep neural network, and (d) from convolutional neural networks.
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that span much of the Permian/Jurassic interval. A further 
complication is the complex burial history, which saw multiple 
phases of extension, thermal subsidence, and inversion. This 
gives rise to significant faulting and numerous unconformities 
through the Permian-Jurassic sequences, making identification 
of major boundaries problematic. Seismic mapping of the Plover 
Formation is therefore extremely challenging.

A seismic section from this data set is shown in Figure 4a. 
The complex structure and lack of a sharp discontinuity across 
the fault planes is evident. The two major faults are shown in 
Figure 4b. As mentioned earlier, dip, discontinuity, and homo-
geneity were selected as the input seismic attributes for the 
deep neural network and the training was performed on a 
handful of sections (not shown here). During this study, it 
became clear that none of these attributes are capable of clearly 
highlighting the major faults. This is due to the presence of 
seismic noise, a lack of resolution, and the complexity (poten-
tially related to the imaging) of the faults. Hence, it is of no 
great surprise that the deep neural network is unable to detect 
the faults as shown in Figure 4c. On the other hand, the 
convolutional neural network followed by a thinning mechanism 
provides a satisfactory image of the faults as shown in Figure 4d. 
It is also interesting that the algorithm is able to detect some 
of the smaller faults (but also one could argue that it misses 
some of the smaller ones too) shown with thinner lines, some 
of which could be interpreted as artifacts. The learning from 
machines is that in cases where one is unable to generate suf-
ficient attributes for image feature detection (such as faults) 
either due to the lack of time, expertise, or appropriate software, 
it is probably safer to let convolutional neural networks figure 
out what is needed to optimally achieve such tasks. There is 
no doubt that Figure 4d is more representative of the faults in 
Figure 4b than what we observe in Figure 4c.

Computational complexity
Most machine learning algorithms in two dimensions and/or 

single trace algorithms do not require special handling for com-
putation. Most are capable of running on a laptop or a local 
workstation. On the other hand, understanding the computational 
complexity of 3D multiensemble deep neural networks is still a 
developing research theme and is likely to change in the coming 
years as algorithms, model, and data parallelization techniques 
are further developed to solve larger problem types. Thus far, the 
problems solved have been predominantly, but not limited to, 
computer vision and natural language processing. Recent deep 

neural networks have been applied pervasively to medical imaging 
(Greenspan et al., 2016) and most recently to seismic images. This 
paper is not meant to focus on computational challenges, but we 
will attempt to review a few metrics and complications that arise 
from distributed and deep machine learning algorithms. As an 
analog, a reference scanning electron microscope (SEM) scan 
library contains approximately 10003 pixels for the whole SEM 
volume, which is similar to an average postmigration seismic cube 
(although modern seismic acquisition and processing techniques 
produce denser cubes). A typical 3D 100-epoch run contains 
hundreds of thousands (if not millions depending on the objective 
function descent rate and target) of 3D patch extractions and 
convolutions at multiple patch sizes (256 × 256 × 256, 128 × 128 × 128, 
e.g., Figure 5, 64 × 64 × 64 in this example). Although a single
convolution is much faster than a single trace migration, the shear 
multitude makes them more computationally intensive over the
whole deep neural network. Figure 5 shows an image of such a
3D cube resulting from a super resolution generative adversarial
network (GAN). GANs are a special type of algorithm consisting 
of generator and discriminator networks where the generator
attempts to fool the discriminator into thinking it is seeing a valid 
model (Goodfellow et al., 2014). A test run using model paral-
lelization took roughly 1000 GPUs approximately 24 hours to
segment and infer a 10003 sample seismic volume. Other algo-
rithms, such as classic convolutional networks with shallower
structure, can take less time to converge, reducing run time to
just an hour or two on 30 GPUs. The fault extraction example in
the previous section, with three convolutional layers and two fully 
connected layers training on four inlines, took approximately
3 hours on a laptop with eight cores, which reduces to about half
an hour on GPUs.

Fortunately, there is more good news. Deep neural networks, 
once trained, can perpetually make predictions in a fraction of 
time. Furthermore, with good-quality data that are usable for 
training and by means of transferred learning, the model can only 
become better in accuracy.

Conclusions
While implementing various machine learning applications, 

it became apparent that quality controlling the outcomes plays an 
important role not only in building confidence in the algorithm 
but also in addressing two skepticisms: (1) the concern that 
machines will replace humans and (2) concern over black-box-type 
algorithms. While both concerns are valid in the abstract, the 
concept of machine learning and learning from machines helps 

address them in real-life problems. This 
makes machine learning algorithms 
enablers (rather than replacers) for prac-
titioners to help do various tasks faster, 
and they could also help improve human 
interpretations and/or highlight human 
errors. Various examples were shown 
here. In practice, these things are virtu-
ally always observed. Ultimately, the 
interaction between machine and human 
can be implemented such that the hybrid 
outcome is the most optimized. Figure 5. (a) Low-frequency seismic image, (b) ground truth seismic, and (c) predicted result from a GAN.
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